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Fig. 3: Kimera-VIO Output with Features

code: [https://github.com/MIT-SPARK/Kimera-VIO]

V. TESTING AND METHODOLOGY

Three VIO algorithms were implemented on the two test
Odroids: MSCKF, VINS-Mono, and Kimera-VIO. Each algo-
rithm on both SBCs were subjected to the same test scenario: a
rosbag file obtained from the EuRoC dataset [19]. The file used
was a 180-second video recording captured in the Machine
Hall of ETH Zurich where sUAS are often tested. Performance
was measured on the easy, medium, and hard datasets and
results obtained are presented in the following section VI. The
configuration parameters of the algorithms were at their default
settings so as to focus solely on the SBC’s computational
abilities without the results being skewed by the algorithms’
performance. The following parameters were monitored and
analyzed for each algorithm and SBC:

1) Build time: This measures the amount of time the
algorithm takes to compile successfully on the given platforms.
With different computational power and processor architecture,
build times will differ between SBCs. Lower build times
indicate the ability to quickly reproduce the algorithm on
different computing devices.

2) CPU load: This is a measure of the fraction of total
CPU cycles needed to run a process. A lower CPU load for a
VIO algorithm suggests a lighter algorithm or a more capable
CPU. Here, CPU load is measured in percentage relative to
the SBC itself.

3) Memory utilization: This metric shows the amount of
memory allocated to a process from the total memory available
on the device. Higher memory utilization signifies either a
large demand from a process or insufficient memory available
on the device itself. As shown in equation 1, this is a
measure relative to each device. If a VIO algorithm has “good”
memory utilization, it must have a consistently low percentage
utilization over the duration that the algorithm runs.

% utilized =
memory used per process
total memory on device

� 100 (1)

4) Temperature: Rising temperature of CPUs is a direct
side-effect of constant computational load. The Odroid XU4
has an active heatsink whereas the Odroid H2+ has a passive
heatsink. SBCs, like most computers, tend to exhibit erratic

behavior and eventually shutdown when overheated. Temper-
ature was logged to study the increase in heat generated when
running VIO algorithms.

These measurements were taken using a tool called Glances
for real-time system monitoring and psutil Python library to
log the performance metrics. Figure 4 shows the Graphical
User Interface of Glances.

Fig. 4: Glances System Monitoring Tool

VI. RESULTS

TABLE II: Algorithm Build Times

Algorithm Odroid XU4 Odroid H2+
MSCKF 5 min 3 min

VINS-Mono 30 min 19 min
Kimera-VIO > 24 hours 1 hour

TABLE III: Mean CPU Load and Memory Utilization

Algorithm Odroid XU4 Odroid H2+
CPU % Mem % CPU % Mem %

MSCKF 215.92 6.10 50.81 0.421
VINS-Mono 198.53 59.39 61.46 0.394
Kimera-VIO 338.59 49.28 201.27 0.908

A. Odroid XU4 Performance

Code for MSCKF and VINS-Mono took under an hour to
build on the XU4, as shown in Table II. However, Kimera-VIO
took over a day to compile.

Figures 5a, 7a, and 9a illustrate the CPU load for MSCKF,
VINS-Mono, and Kimera-VIO, respectively, over the time
that the EuRoC scenario is running. Memory utilization for
the Odroid XU4 is shown in Figures 5b, 7b, and 9b. Table
III shows the mean and median CPU load and memory
utilization for running the vision processing algorithms on the
EuRoC MH01 scenario. If the algorithm required more than
one process to run the algorithm, such as MSCKF’s Image
Processor and Feature Tracker processes, the mean CPU load
was taken from the most computationally intensive process
and the memory utilization was summed across all processes.



(a) Odroid XU4 MSCKF CPU Load (b) Odroid XU4 MSCKF Memory Utilization

Fig. 5: MSCKF on Odroid XU4

(a) Odroid H2+ MSCKF CPU Load (b) Odroid H2+ MSCKF Memory Utilization

Fig. 6: MSCKF on Odroid H2+

(a) Odroid XU4 VINS-Mono CPU Load (b) Odroid XU4 VINS-Mono Memory Utilization

Fig. 7: VINS-Mono on Odroid XU4

(a) Odroid H2+ VINS-Mono CPU Load (b) Odroid H2+ VINS-Mono Memory Utilization

Fig. 8: VINS-Mono on Odroid H2+



(a) Odroid XU4 Kimera-VIO CPU Load (b) Odroid XU4 Kimera-VIO Memory Utilization

Fig. 9: Kimera on Odroid XU4

(a) Odroid H2+ Kimera-VIO CPU Load (b) Odroid H2+ Kimera-VIO Memory Utilization

Fig. 10: Kimera on Odroid H2+

The Odroid XU4 with ARM architecture was able to computa-
tionally run the MSCKF and VINS-Mono algorithms with the
EuRoC dataset successfully. However, VINS-Mono failed to
output a pose estimation—a crucial output for VIO algorithms.
This was due to the non-linear equation solver that VINS-
Mono used: Ceres [20]. The Ceres Solver does not handle
large, non-linear optimization problems well with a 32 bit
ARM operating system. Since the Odroid XU4 only had 2GB
of RAM, Ceres struggled solving the pose estimation problem
for VINS-Mono.

For Kimera-VIO, CPU load exceeded 400 percent, and the
memory utilization in Figure 9b increased linearly rather than
remaining constant. This led to buffer overflow, increasing
latency in image frames and a significant lag in pose esti-
mation. When memory utilization topped 80 percent, a large
drop in the CPU load occurred and the algorithm crashed. The
authors believe that the Odroid XU4 cannot handle Kimera-
VIO’s complexity and that Kimera-VIO is better suited for a
platform that has more RAM and a faster processor.

B. Odroid H2+ Performance

Figures 6a, 8a, and 10a show charts of CPU load for the
algorithms running on the Odroid H2+ platform. Since the
H2+ has 32GB of RAM, 5 times what the Odroid XU4
has, the amount of memory utilized is much lower across
all algorithms, shown in Figures 6b, 8b, and 10b. This leads
to more stable performance for the algorithms. All three

algorithms were able to generate a pose estimation, greatly
benefiting from its x86 Architecture, faster processor, and
larger RAM capabilities. Unlike on the XU4, VINS-Mono’s
Ceres Solver worked successfully on th H2+ to generate a pose
estimate for the algorithm, and Kimera-VIO did not have any
memory utilization errors.

Table IV addresses the temperature concerns with the
Odroid H2+’s passive heatsink. MSCKF ran noticeably cooler
than the other two algorithms. MSCKF is the oldest and least
computationally intensive algorithm, so its lower temperature
is reasonable. VINS-Mono and Kimera-VIO both ran above 50
degrees Celsius. While this is noticeably warm for a passive
heatsink, it is still considered a safe operating condition.

TABLE IV: Temperature for Odroid H2+

Algorithm Mean Median
MSCKF 36.7 °C 37 °C

VINS-Mono 55.0 °C 56 °C
Kimera-VIO 52.9 °C 53 °C

VII. CONCLUSIONS

Across the EuRoC scenarios of easy, medium, and hard,
the VIO algorithms tested did not require greater processing
power to navigate harder environments. However, the Odroid
XU4 performed much worse than the Odroid H2+ on vision
processing. Real-time performance aside, the Odroid H2+’s



64-bit architecture led to faster build time prior to execution.
The authors make the following inferences about single board
computers for VIO:

1) The amount of RAM greatly improves the ability of the
SBC to conduct vision processing. Table III shows the
decrease in total RAM used between the Odroid XU4
and Odroid H2+.

2) 64-bit architecture works better for VIO. The 32-bit XU4
platform caused issues with dependencies and limited
computing capabilities, and the 64-bit H2+ did not have
these issues when building the VIO algorithms as shown
in Table II.

3) The x86 H2+ worked better than the ARM XU4. Most
algorithms worked with x86 architecture by default since
it is what most modern computers use today. On the
Odroid XU4 with ARM architecture, VINS-Mono failed
to generate a pose estimate–one of the essential outputs
of the algorithm. The authors believe that the 32-bit
ARM architecture was not able to handle the non-linear
optimization solver. However, 64-bit ARM is still a
popular choice for vision processing, such as Kimera-
VIO’s preference to use a Tegra TX2 platform.

This research will continue to scale in complexity and realism.
Below are two areas in which there is interest to evolve this
project in the near future:

1) Hardware Implementation - Test and validate VINS-
Mono and Kimera-VIO using the Odroid H2+ on a
physical quadcopter. Both VINS-Mono and Kimera-VIO
are updated regularly, so they still hold relevancy in
visual processing today.

2) Sensor complexity - Test and validate Odroid H2+
ability to handle complex sensors like a 2D-LiDAR or
a depth camera for VIO. VINS-Mono uses a simple
webcam for monocular vision whereas Kimera-VIO uses
a stereo camera. The accuracy of the pose estimation
for the different sensor inputs will prove an interesting
research discussion for future work.
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